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Acronyms

 STAMP - Systems Theoretic Accident Model
and Processes is the model that describes this
methodology

 STPA - System Theoretic Process Analysis

e CAST - Causal Analysis based on STAMP



STAMP, STPA, CAST

How do we find
inadequate control
that caused the
accident?

CAST
Accident
Analysis

Accidents are
STAMP Model caused by
inadequate control




Goals for an
Accident Causal Analysis Technique

Minimize hindsight bias

Provide a framework or process to assist in understanding entire
accident process and identifying systemic factors

Get away from blame dwhoél Y R &4 K A FAIK &F£2 Holza R
to prevent the accident in the future

Goal is to determine

C Why people behaved the way they did

C Weaknesses in the safety control structure that allowed the loss to
occur

LRSYUATE GKS Ay SOA alls\aténs to hoyef f dzS
toward instability unless interrupted by intelligenceQ2
To identify design constraints required to maintain safety




Elements of a
typical feedback control process

C = Controler
A = Actuator

CP = Controlled Process A

mput—:-

Output



STPA guidewords indicating flaws in a
feedback control process

Control Input or External Information
Wrong or Missing

Inappropriate, Ineffectiv

or Missing Control Actio Inadequate or Missing Feedback

Feedback Delays

C = Controler
S = Sensor

A = Actuator
CP = Controlled Process

Incorrect or no Information Providec
Measurment Inaccuracies
Feedback Delays

Delayed Operatio

Process Input Missing or Wrong Process Output Contributes to System Hazard

Unidentified or
Out - of - Range Disturbance



STAMP / STPA

* In it's simplest incarnation, a “system” is a closed loop
function, relating inputs, activation, control(s) and

corrective feedback as detailed in the following diagram.

Control Algorithms
Set Points

A Standard System l
Control Loop

With Feedback J— Controller

Actuators Sensors
Controlled Measured
Variables Variables
. Controlled .
:
nputs : Process Outpute

Disturgances



STAMP / STPA

« By extrapolating this diagram to a system safety analysis,
a number of “variables” and potential “flaws” become more
intuitive and obvious.

Control input or

external information Missing or wrong
wrong or missing communication with
ntroller
Controlle another controller
Inadequate Control Process Model | |« » Controller
Algorithm (inconsistent, <
Inappropriate, (Flaws in creation, process incomplete, or Inadequate or
. . changes, incorrect incorrect) missing feedback
meffectlve, or modification or adaptation)
missing control

action Feedback Delays

$ Actuator PTG Sensor
[nadequate Identlflcatl_on Inadequate
operation of Potential operation
Delayed CF(?IT[I‘Ol 4 Incorrect or no
operation aws information provided
Measurement inaccuracies
m Controlled Process
Controller »[Component failures Feedback delays
Conflicting control actions > _ >
Process input missing or wron Changes over time Process output
Unidentified or contributes to
out-of-range system hazard

disturbance



Accident Causality Using STAMP

Total big picture perspective
Hierarchical safety control structure

nadequate safety constraints on process
nehaviour

Processes produce hazardous states

Organizations /
Management ——
Structure / Part
of Safety
Control
Structure / PROCESS
Social
Component Hazardous System State




CAST Process !l

ldentify the System(s) and the Accident (Loss)

|dentify the Hazards involved in the Accident
(Loss)

|dentify the Proximal Events (near time of the
accident)

Draw the Safety Control Structure

Analyze each component
— Physical System
— Controllers



Hindsight Bias

e After an accident or incident;

C Easy to see where people went wrong,
what they should have done or avoided

C Easy to be judgmental about missing a piece
of information that turned out to be critical

C Easy to see what people should have seen
or avoided

* shoulda, coulda, wouldag



Hindsight Bias

wAImost impossible to go back and understand how the world
looked to somebody not having knowledge of outcome

C Oversimplify causallty because we can start from outcome
andreason0 F O1 g NR (2 LINBAadzYSR

C Overestimate likelihood2 ¥ (U KS 2 dzi O2 Y S
to foresee it because already know outcome

C Overrate rule or procedured @A 2t | G A2y &€

C Misjudge prominence or relevance of data presented to
people at the time

C Match outcomes with actions that went before it:

* if outcome is bad, actions leading to it must have been bad too (missed
opportunities, bad assessments, wrong decisions, and misperceptions)



Avoiding Hindsight Bias
w / 2YaAiARSNJI

C Goals person was pursuing at time and whether reasonable
given circumstances

C Whether and how goals conflicted with each other (e.g. safety
vs. efficiency, production vs. protection)

C Reasonableness of goal priorities in case of conflicts

C Unwritten rules and norms that may have played a role in
behavior

C Available vs. Observable information
C Attentional demands
C Organizational context



Overcoming Hindsight Bias

wAssume nobody comes to work to do a bad job.

C Assume operators were doing reasonable things given
complexities, dilemmas, trade-offs, and uncertainty surrounding
them.

c{AYLX & FTAYRAY3I | YR K axpdnf nbtBrg.0 A \

¢ Saying what did not do or what should have been done does not
explain why they did what they did.

wlnvestigation reports should explain

C Why it made sense for people to do what they did rather than
judging them for what they allegedly did wrong, and

C What changes will reduce likelihood of accident happening again



CAST (1)
(Causal Analysis using System Theory)

wldentify the system hazard and the system safety
design constraints violated

w [/ 2V thdisdidtlgOoutrol structure as it was
designed to work

C Identify component responsibilities (requirements)

C Identify control actions and feedback loops
w C2NJ SIFOK O2YLRYySYis> R
responsibilities or provided inadequate control.

C If inadequate control, why? (including changes over time)

C Context

C Process Model Flaws




CAST (2)

WExamine coordination and communication

wConsider dynamics and migration to higher risk

W S5SUSNNYAYS (KS OKIy3aSa
inadequate control (lack of enforcement of system
safety constraints) in the future.

w DSYSNIGS NBO2YYSYRLIF (A:;



DC 10 Cargo Door

e OnlJune 12,1972 A DC-10 left Detroit
with 67 passengers.

e After reaching 12,000 feet over 2
Windsor, Ontario the cargo door blew
off, collapsing the floor and disrupting
all hydraulic controls to tail section.

chyfeé (0KS LAf20Qa aiAatt I yR
prevented a total disaster.
— used differential engine thrust for control


http://en.wikipedia.org/wiki/Image:Ghana.airways.1.arp.750pix.jpg

DC 10 Cargo Door

* June 27,1972 Daniel Applegate,
Director of Product Engineering for
Convair, the fuselage contractor,
wrote a memo to his supervisors_
RSGFAEAY3I LIROSY
problems.

* Problems were first recognized in
August 1969. The same thing had also

happened in a ground test in 1970
(Ship1).

* Recognized design flaws:
— too few floor supports, defective latch


http://www.airliners.net/open.file/129734/L/

DC 10 Cargo Door

e Aft door failure

Fwd Cabin Door Cabin Door
32 inches X 76 inches 42 inches X 76 inches
(typical 2 places) (typical 6 places)

O f (O
L Fwd Container Cargo Door Bulk Aft Cargo Door that failed
104 inches X 66 inches Opening 44 inches X 48 inches
(Right Side Only) Opening (Left Side Only)

Center Container Cargo Door
70 inches X 66 inches Opening (Right Side Only)



DC 10 Cargo Door

Design Process

In designing the airframe, McDonnell-Douglas chose to
make the DC-10 much like the older DC-8 and DC-9,
two very successful and safe aircraft.

PRO:

— sped up design process

—CA U & A tstited @oimpany pofici of technological
Ol dzi A 2 Y €

CON:

— question as to whether same design principles apply to
wide-body aircraft



DC 10 Cargo Door

More About the Design Process

* The DC-10 engineers were constrained by management to use
the existing airframe technology (which was not necessarily
adequate for an aircraft the size of the DC-10)

* Both Boeing and Lockheed had made several advancements
in their airframe structural designs for the 747 and the L-1011,
respectively.

— These design advances were not proprietary

* So one might argue that the accepted engineering practice for
building a jumbo jet was significantly different from what
McDonnell-Douglas was doing on the DC-10



DC 10 Cargo Door

Passenger Floor Supports:

Followed DC-9 format for number of floor supports.

In retrospect, this was relatively few floor supports given the
wide-bodied nature of the plane.

2] K ¢KS LINAYOA LJf s 2F al0SOKY
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mterpreted by its engineers to dictate that corners be cut and

existing Douglas technology be used, even if it meant that

some systems that were rejected as inferior by its competitors

would be designed into the DC-M 11 P €



DC 10 Cargo Door

Cargo-Door Latching System:

» 3 choices: Plug / Hydraulic / Electric

— Plug (DC-9) infeasible for larger door
— Electric

* Lighter, fewer parts, easier to maintain

* Exerts pressure only when switched on; irreversible

 If it fails to close completely, it holds more securely

e but more catastrophic failure ¢ sudden depressurization at high altitude
— Hydraulic

* Heavier, more parts, harder to maintain

e Continually exerts pressure; not irreversible

 If it fails to close completely, more frequent failures

* but less catastrophic failures ¢ less violent depressurization at much
lower altitude



DC 10 Cargo

Correct Latching
Over-center achieved
System irreversible

e Latch problem was
that the door could \

— Lateh Actuator
\ 297mm

appear to be
latched but be
prone to failure
due to differential
pressure

Door

Incorrect Latchi
Over-center not ac
System reversible

Actuator Shaft

O Fixed points on the structure  — Direction of forces transmitted

by the latches



DC 10 Cargo Door

* After the Detroit near-disaster, the NTSB (National
Transportation Safety Board) investigation

revealed several problems and recommended
immediate design changes.

e The FAA did not follow NTSB recommendations.

— FAA director John Shaffer and Douglas President

W Ol a2y aoOD2gly NBFIOKSR |
to voluntarily fix the problem

— no further official action was taken



DC10 Cargo Door

* InlJuly 1972, three
inspectors at Long Beach
plant certified that Ship
29 had been modified to
fix problems

* Each affixed a stamp to
uKS { KALJXQa
confirming the
modifications

 The modifications, in fact,
had not been made



DC10 Cargo Door

* Two years later on March 3,
1974, after leaving Paris, TK
(Turkish Airlines) Flight 981
(Ship 29) had its cargo door
blown off at 10,000 feet

* The result was a crash that
killed all 346 people onboard



http://upload.wikimedia.org/wikipedia/commons/7/70/Dc10-ta3a.png

DC 10 Cargo Door

Companies:

* McDonnel-Douglas was in precarious financial
condition - trying to beat the Lockheed L1011 to

market

e Convair did not push too hard, since by contract,
they may have been held liable for the costs of all
design changes

Were the companies negligent?



DC 10 Cargo Door

Engineers:

* Engineers pressed the matter through normal
channels to the highest levels within both
companies, but did not take it any further

e Standard operating procedure at McDonnell
Douglas and Convair was for engineers to defer to
upper management, even though they were
aware of serious design flaws

Were the engineers negligent?



DC 10 Cargo Door

Others:

 What about the three inspectors who certified
that changes had been made?

 What responsibility rests with the ground crew
member(s) who actually closed and latched the
door?

Were these people negligent?



Codes of Ethics

e How do the current codes of ethics relate to
each of these cases?

 What is the relationship between negligence
and ethical responsibilities?



DC-10 Cargo Door

* Incident in 1972
— AMERICAN AIRLINES (AA) Flight 96
— Cargo door blew out during flight
— Part of the floor collapsed

— Severed all control cables and hydraulics (which
ran along the floor)

— Pilot Bryce McCormick had previously decided to
train himself to fly with only the engines

— Pilot landed successfully, nobody died



DC-10 Cargo Door

* Various recommendations were made

— The pilot (McCormick) recommended that every DC-10
pilot get trained to fly with engines alone

— The NTSB recommended aircraft design changes

— The manufacturer (McDonnell Douglas) recommended
changes to baggage handler procedures
* They were forcing the door handle closed

* The plane was basically safe
* Nobody had died



DC-MNAY C¢KS A&NR?2

* Who should be blamed?
— Baggage handler?
— Pilot?
— Technology?
— Manufacturer?

e Suppose you blame the baggage handler
— What changes would you make to the system?
— What changes do you think the manufacturer made?



DC-10: Déja vu

* Actual changes
— Additional training for baggage handlers

— Cargo door problems seemed to go away? ...

* Accident 2 years later
— Turkish Airlines 981
— DC-10 cargo door blew out
— Plane crashed



=

converted_7ceeb7bc.flv
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the first accident?

* Who do you blame this time?
— How does this affect the corrective actions you take?

b20 NBI f f &

38



Human Error: Old View

e Human error is the cause of incidents and
accidents

* So do something about human involved
(suspend, retrain, admonish)

* Or do something about humans in general
— Marginalize them by putting in more automation

— Rigidify their work by creating more rules and
procedures



HINDSIGHT BIAS

Before the After the
—ccident _oy____Acciderd

Copyright @ 1997 by Richard |. Cook, MD



Systems Accident

e Occurs when:

multiple contributors - each necessary but

only jointly sufficient - combine
(Woods & Hollnagel, 2006)




Human Error: Systems View

(Dekker, Rasmussen, Woods, Leveson, etc.)
Human error is a symptom, not a cause

All behavior is affected by the context (system)
in which occurs

— when bad systems cause operator error, can we
really blame the operators rather than designers?

To do something about human error, we must

look at system in which people work:

— Design of equipment

— Usefulness of procedures

— Existence of goal conflicts and production pressures

Human error is a symptom of a system that
needs to be redesigned



CAST Accident Analysis

Identifies all causes of an accident, including
human behavior, design errors, management
structures, etc.



CAST Process

dentify the Accident (Loss)
* |dentify the Hazards

* |dentify the Proximal Events

* Draw the Safety Control Structure

* Analyze each component
— Physical System
— Controllers



Definitions

* Accident (Loss)

— An undesired or unplanned event that results in a loss,
including loss of human life or human injury, property
damage, environmental pollution, mission loss, etc.

— May involve environmental factors outside our control

e Hazard

— A system state or set of conditions that, together with a
particular set of worst-case environment conditions, will
lead to an accident (loss).

— Something we can control in the design



Comparisons:
Accidents & Hazards

Accident

People are exposed to toxic
chemicals

Toxic chemicals are released into
the atmosphere




Practice: Accidents and Hazards

e Accident (Loss)
—?

e Hazard
—?




Practice: Accidents and Hazards

e Accident (Loss)
— A-1: Two aircraft Collide

e Hazard




Practice: Accidents and Hazards

e Accident (Loss)
— A-1: Two aircraft Collide

e Hazard
— H-1: Two aircraft come within 5nm of each other




Aviation accident examples

 Accident A-1: Two aircraft collide

Other accidents:

e Accident A-2: Aircraft collides with terrain or sea

e Accident A-3: Aircraft collides with another object
during touchdown (or during takeoff)



Aviation hazard examples

— Hazard H-1: a pair of controlled aircraft violate
minimum separation standards

Other hazards:

azarc
azalrc

azalrc

-2. aircraft enters unsafe atmospheric region
-3. aircraft enters uncontrolled state
-4: aircraft enters unsafe attitude (excessive

turbulence or pitch/roll/yaw that causes passenger
injury but not necessarily aircraft loss)

— Hazard H-5: aircraft enters a prohibited area



CAST Process !l

dentify the Accident (Loss)
* |dentify the Hazards

* |dentify the Proximal Events

* Draw the Safety Control Structure

* Analyze each component
— Physical System
— Controllers



EXERCISE 1:
DC-10 Accident & Hazard

e System-level Accident
—7?

e System-level Hazard
—7?



Accident & Hazard

e System-level Accident

— Aircraft collision into terrain

e System-level Hazard

— Inability to control aircraft



* I1C

* 1C

-.c

EXERCISE 2:

CAST Process (TK981)

entify t
entify t
entify t

ne Accident (Loss)
ne Hazards

ne Proximal Events (near

time of the accident)

* Draw the Safety Control Structure

* Analyze each component

— Physical System

— Controllers



Proximal Events
(Turkish Airlines Flight)

10:35 Aft cargo doors closed by baggage handlers
12:24 Flight received permission to taxi to runway 08
12:30 Takeoff

12:34 Aircraft reached FL60

12:40 Decompression noise heard
— Left aft cargo door had opened and separated
— Pressurization aural warning sounded
— Floor above cargo door partly collapsed
— Two seat rows ejected from aircraft
— All horizontal stabilizer and elevator control cables severed
—Co-LIAf 20Y aGKS FdzaSft Il 3S KIFa o0dzNAG-
— Aircraft turned 9 deg left, pitch down -20 deg
Crashed into forest with left bank of 17 deg



Accident description

Status: Final

Date: Sunday 3 March 1974

Time: 12:4Z7

Type: mcDaonnell Douglas DC-10-10
Operator: Tirk Hava Yollari - THY
Registration: TC-JaY

Cin f msn: 46704529

First flight: 1972

Total airframe hrs: 2955

Cycles: 1537

Engines: 3 General Electric CF&-6D

Crew: Fatalities: 11 7 Occupants: 11
Passengers: Fatalities: 335 ¥ Occupants: 335
Total: Fatalities: 346 / Occupants: 346
Airplane damage: Destroyed

Airplane fate: Written off (damaged beyond repair)
Location: Bois dErmenonville (Erance) ' show on map
Phase: En route (ENR)

Mature: International Scheduled Passenger

Departure airport: Paris-Orly Airport (ORY/LFPO], France

Destination airport:Lendon-Heathrow Ajrport (LHR/EGLL), United Kingdom

Flightnumber: 2981

Marrative:

On Sunday March 3, 1974 flight TK981 departed Istanbul for a flight to Paris and London. The DC-10 landed at Paris-Orly at

11:02 and taxied to stand AZ. There were 167 passengers on board, of whom 50 disembarked. The aircraft was refueled and

baggage was loaded onto the plane. The planned turnaround time of one hour was delayed by 30 minutes. An additional 216

passengers embarked. Most of the passengers were booked on this flight because of a strike at British Airways. BN gl

the aft cargo compartment on the left-hand side was closed at about 10:35. When all preparations were complete the flight

received permission to taxi to runway 08 at 12:24. Four minutes later the crew were cleared to line up for departure and were

cleared for departure route 181 and an initial climb to flight level 40. The aircraft took off at approximately 12:30 hours and
as cleared by Orly Departure to climb to FL&0, which was reached at 12:34. The Horth Area Control Centre then cleared TK281

further to FL230. Three or four seconds before 12:40:00 hours, the noise of decompression was heard and the co-pilot said:

"the fuselage has burst" and the pressurization aural warning sounded. This was caused by the opening and separation of the
aft left-hand cargo door. The pressure difference in the cargo bay and passenger cabin, the floor above the cargo door partly
collapsed. Two occupied tripe seat units were ejected from the aircraft. All the horizontal stabilizer and elevator control cables
routed beneath the floor of the DC-10 and were thus also severely disrupted. Also the nr.2 engine power was lost almost
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EXERCISE 3:

CAST Process

entify t
entify t
entify t

ne Accident (Loss)
ne Hazards

ne Proximal Events

Draw the Safety Control Structure

Analyze each component

— Physical System

— Controllers



Safety Control Structure

Airline Management

Training, Experiences,
procedures, recommendations
pressures
Procedures
Pilots
Baggage
Perform Taxi, Baggage door Handler
Takeoff, Cruise, closed light ~
Open door feedback
‘L Close door (door handle)
Y
: Cargo
Aircraft &

Door




Expanded Safety Control Structure

FAA || NTSB
Recommended
. - changes
Airline Management
Regulations,
Traini . Required changes
raining, Experiences,
procedures, recommendations
pressures
Procedures
Pilots
Baggage ~
Handl McDonnell
Perform Taxi, Baggage door anaier D |
Takeoff, Cruise, closed light Yy ouglas
Landin Visual .
; Open door feedback Fixes
‘L Close door (door handle)
Y
. Cargo
Aircraft 5

Door




EXERCISE 4.
CAST Process: Identify Components

* |dentify the Accident (Loss)
* |dentify the Hazards

* |dentify the Proximal Events

* Draw the Safety Control Structure
* Analyze each component

- — Physical System

— Controllers



EXERCISE 5:
Analyze physical system

Responsibilities (safety
constraints)
_?

Emergency and Safety
Equipment (controls)
_?

Failures and inadequate
controls
—?

Contextual Factors

—?

‘ : Cargo
Physical Aircraft 5
System Door




Analyze physical system

e Responsibilities
(safety constraints)

— Cargo Door
.« ?

— Other Aircraft Systems
. ?

‘ : Cargo
Physical Aircraft 5
System Door




Analyze physical system

* Responsibilities
(safety constraints)
— Cargo Door

* Open when handle is
pulled

* Close and lock when
handle is pushed

— Other Aircraft Systems
* Notify pilot when door

is closed/locked

‘ : Cargo
Physical Aircraft 5
System Door




EXERCISE 6:

Analyze physical system

* Emergency and safety

equipment (controls)
—7?

Physical

Aircraft
System

Cargo
Door




Analyze physical system

* Emergency and safety
equipment (controls)

— 4 redundant hooks on
locking mechanism

— Cargo door handle
cannot close unless
door is locked

— Pilot warning light if

cargo door not ready

for flight

i : Cargo
Physical Aircraft 5
System Door




Analyze physical system

e Failures and

inadequate controls
—7?

Aircraft

Cargo
Door




Analyze physical system

* Failures and inadequate
controls

— New cargo door design
made door blowout possible

— Inadequate control of cargo
decompression
* (no vent, floor collapsed)
— Hydraulic lines severed
* Single-point failure
— Cargo door handle closed
when door not locked

— Pilot warning light showed
cargo door closed

Cargo

Aircraft
ircra Door




Analyze physical system

e Contextual Factors

— New cargo door
design allowed more
cargo

‘ : Cargo
Physical Aircraft 5
System Door




EXERCISE 7:
CAST Process

* |dentify the Accident (Loss)
* |dentify the Hazards

* |dentify the Proximal Events

* Draw the Safety Control Structure

* Analyze each component
— Physical System

- — Controllers




EXERCISE 8:

Analyze Controller ¢ Baggage Handler
Safety-related
responsibilities
—?

Unsafe Decisions and
Control actions

-7 Baggage

Process model flaws Handler

—?

Context
—?



Analyze Controller -
Baggage Handler

Safety-related responsibilities
— Ensure door locks when done
Unsafe Decisions and Control actions
— Forced handle closed
Process model flaws
— Believed door was closed/locked

Context
Baggage

— No clear feedback provided about Handler

door status, doors looked closed

— Handle baggage all day, requires
above average strength

— Works with older equipment,
dza SR (2 06SAYy3 AaNRIzZIKE

—t NPOSRdAzNB A | 62dzi & %2 NOAY-ZE
handle unclear I.E. how much
force is too much?



EXERCISE 9:

Analyze Controllers - Pilots

Safety-related
responsibilities
—?

Unsafe Decisions and

Control actions
5 Pilots

Process model flaws
—?

Context
—?



Analyze Controller - Pilots

Safety-related responsibilities
— Ensure doors locked before takeoff
Unsafe Decisions and Control actions
— Takeoff when doors not locked

— Unable to control plane with
thrust only

Process model flaws

— Believed door was closed/locked

— Believed cargo door problems Pilots
resolved 2 years ago

— Unaware of the risk
Context

— Cockpit warning light went out,
indicating doors closed

— Never trained to fly with thrust
control only

— Aircraft was heavier than usual,
harder to control



EXERCISE 10:
Analyze Controllers - McDonnell Douglas

« Safety-related responsibilities
— Create a safe aircraft
— Provide design fixes when necessary

 Unsafe Decisions and Control actions

— Did not address pilot training issue after 15t accident (thrust
control)

— Did not add vent to handle cargo decompression
(recommended by NTSB)

— Designed cockpit warning light to indicate handle position, not
lock confirmation

— Did not warn pilots of continued cargo door risks
— Adopted new cargo door design making blowouts possible McDonnell
— Routed all hydraulic lines near door (single point failure) Douglas

* Process model flaws
— Believed problem could be prevented with baggage handler
procedures only
* Context
— Training and physical design changes are very expensive
— NTSB recommendations are non-binding
— FAA did not require any design changes
— Customers needed more cargo space



SYSTEM DEVELOPMENT

Congress and Legislatures
Government Reports
Legislation l T Lobbying

Accidents

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Regulations Certification Info.
Standards Change reports
Certification Whistleblowers
Legal penalties Accidents and incidents
Case Law
Company
Management
Safety Policy Status Reports
Standards Risk Assessments
Resources Incident Reports
Policy, stds. Project

Management <—————————

Safety Standards Hazard Analyses
Progress Reports

Design,
Documentation

Safety Constraints
Standards
Test Requirements

Test reports
Hazard Analyses
Review Results

Implementation
and assurance

Hearings and open meetings

Hazard Analyses
Safety-Related Changes
Progress Reports

Operating Assumptions
Operating Procedures

SYSTEM OPERATIONS

Congress and Legislatures
Government Reports
] Lobbying
Hearings and open meetings
Accidents

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Legislation l

Regulations
Standards
Certification
Legal penalties
Case Law

Accident and incident reports
Operations reports
Maintenance Reports
Change reports
Whistleblowers

Company
Management

Safety Policy
Standards
Resources

Operations Reports

Operations
Management
Change requests
Audit reports
Problem reports

Work Instructions

Operating Process

| Human Controller(s) |

Automated
Controller

Safety Revised
Reports operating procedures
Hazard Anal.yses Software revisions [ Actuator(s)] ['Sensor(s) |
Manufacturing Documentation Hardware replacements
Management Design Rationale Physical
Process
Work safety reports Maintenance
Procedures | audits and Evolution Problem Reports
work logs Incidents
inspections Change Requests
Manufacturing Performance Audits

Think even higher!
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A note about
Unsafe Control Actions vs. Hazards

e Hazards

— Generally should not name a specific component

— Should describe general behavior of the system
(aircraft, train, space vehicle, chemical plant, etc.)

e Unsafe Control Actions (UCAS)

— Describe behavior of a specific component (pilot,
manager, software automation, etc.)

— Causes of system-level hazards



Exercise 11:
DC-10 Accident

 What causes can you identify?



DC-10: Many causes? (1)
- not a root cause
Baggage handlers believed door was closed
No indication that door was not closed
Cockpit cargo door light said it was closed

Pilots were not aware of the risk
— the problem was fixed 2 years ago, right?

No vent to prevent floor collapse

All hydraulic lines ran near the door, loss of control
Pilots were not trained to fly using engines only
Outward-opening cargo door

Other causes?



DC-10: Many causes? (2)

- hot a root cause

Plane was much heavier than usual (financial
pressures)

Company wanted more room for cargo
Outward-opening cargo door

Incentive to only make cheapest changes (financial
pressures)

Design philosophy/principles
— Single points of failure
— Status light indicates handle position, not lock confirmation

FAA/NTSB communication and authority structure
FAA/McDonnell Douglas relationship

What about the other DC-10 problems?
— Common trend?




Closing

e Questions









