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Acronyms  

• STAMP - Systems Theoretic Accident Model 
and Processes is the model that describes this 
methodology 
 

• STPA  - System Theoretic Process Analysis 
 

• CAST - Causal Analysis based on STAMP  

 



STAMP, STPA, CAST 

 Accidents are 
caused by 
inadequate control 

4 

STPA 
Hazard 

Analysis 

 How do we find 
inadequate control 
that caused the 
accident? 

CAST 
Accident 
Analysis 

STAMP Model 



Goals for an  
Accident Causal Analysis Technique 

• Minimize hindsight bias 

• Provide a framework or process to assist in understanding entire 
accident process and identifying systemic factors 

• Get away from blame άwhoέ ŀƴŘ ǎƘƛŦǘ ŦƻŎǳǎ ǘƻ άǿƘȅέ ŀƴŘ how 
to prevent the accident in the future 

• Goal is to determine 
ς Why people behaved the way they did 

ς Weaknesses in the safety control structure that allowed the loss to 
occur 

• LŘŜƴǘƛŦȅ ǘƘŜ ƛƴŜǾƛǘŀōƭŜ ƛƴŦƭǳŜƴŎŜǎ ǘƘŀǘ ŎŀǳǎŜ Ψall systems to move 
toward instability unless interrupted by intelligenceΩ  

• To identify design constraints required to maintain safety 



Elements of a  
typical feedback control process 

 



STPA guidewords indicating flaws in a 
feedback control process 

 



STAMP / STPA 
 

• In it’s simplest incarnation, a “system” is a closed loop 

 function, relating inputs, activation, control(s) and 

 corrective feedback as detailed in the following diagram. 
 Control Algorithms 

 Set Points 
 A Standard System  

 Control Loop  
 With Feedback  

 

Actuators  
 

Controlled 
Variables 
 

Process 
 Inputs 
 

Controller  
 

Sensors  
 

Measured 
Variables 
 

Controlled  
 

Process 
 Process  Outputs 

 

Disturbances  



STAMP / STPA 
 

•  By extrapolating this diagram to a system safety analysis, 
 a number of “variables” and potential “flaws” become more 
 intuitive and obvious. 
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 ineffective, or 
missing control 
 action 
 

Controller 
 Inadequate Control 

 Algorithm 
 (Flaws in creation, process 

 changes, incorrect 
 modification or adaptation) 
 

Control input or 
external information 
wrong or missing 
 

Process Model 
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 incorrect) 
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 another controller 
 Controller 
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missing feedback 
 

Feedback Delays 
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 operation 
 

Delayed 

operation 
 

Controller 
 

Conflicting control actions 
Process input missing or wrong 
 

Identification  
 of Potential  
 Control  
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Controlled Process 
 Component failures 

 

Changes over time 
 Unidentified or 

 

Sensor 
 Inadequate 

 operation 
 

Incorrect or no 
 information provided 

Measurement inaccuracies 

Feedback delays 

 

Process output 
contributes to 
 out-of-range system hazard 

disturbance 
 



Accident Causality Using STAMP 

• Total big picture perspective 

• Hierarchical safety control structure 

• Inadequate safety constraints on process 
behaviour 

• Processes produce hazardous states  

Hazardous System State 

 PROCESS 

Organizations / 

Management 

Structure / Part 

of Safety 

Control 

Structure / 

Social 

Component 

 



CAST Process !!! 

• Identify the System(s) and the Accident (Loss) 

• Identify the Hazards involved in the Accident 
(Loss) 

• Identify the Proximal Events (near time of the 
accident) 

• Draw the Safety Control Structure 

• Analyze each component  

– Physical System 

– Controllers 

 

 



Hindsight Bias 

• After an accident or incident; 

ς Easy to see  where  people  went  wrong, 
what  they  should have done or avoided  

ς Easy to be judgmental about missing a piece 
of information that turned out to be critical 

ς Easy to see what people should have seen 
or avoided 

•άshoulda, coulda, wouldaέ 



Hindsight Bias 
ω Almost impossible to go back and understand how the world 
looked to somebody not having knowledge of outcome 
 

ς Oversimplify causality because we can start from outcome 
and reason ōŀŎƪǿŀǊŘ ǘƻ ǇǊŜǎǳƳŜŘ ƻǊ ǇƭŀǳǎƛōƭŜ άŎŀǳǎŜǎέ 

ς Overestimate likelihood ƻŦ ǘƘŜ ƻǳǘŎƻƳŜ ŀƴŘ ǇŜƻǇƭŜΩǎ ŀōƛƭƛǘȅ 
to foresee it because already know outcome 

ς Overrate rule or procedure άǾƛƻƭŀǘƛƻƴǎέ 

ς Misjudge prominence or relevance of data presented to 
people at the time 

ς Match outcomes with actions that went before it:  

* if outcome is bad, actions leading to it must have been bad too  (missed 
opportunities, bad assessments, wrong decisions, and misperceptions) 



Avoiding Hindsight Bias 

ω /ƻƴǎƛŘŜǊ: 
ς Goals person was pursuing at time and whether reasonable 
given circumstances 
ς Whether and how goals conflicted with each other (e.g. safety 
vs. efficiency, production vs. protection) 
ς Reasonableness of goal priorities in case of conflicts 

ς Unwritten rules and norms that may have played a role in 
behavior 

ς Available vs. Observable information 

ς Attentional demands 

ς Organizational context 



Overcoming Hindsight Bias 
ω Assume nobody comes to work to do a bad job. 
ς Assume operators were doing reasonable things given 
complexities, dilemmas, trade-offs, and uncertainty surrounding 
them. 

ς {ƛƳǇƭȅ ŦƛƴŘƛƴƎ ŀƴŘ ƘƛƎƘƭƛƎƘǘƛƴƎ ǇŜƻǇƭŜΩǎ ƳƛǎǘŀƪŜǎ explains nothing. 

ς Saying what did not do or what should have been done does not 
explain why they did what they did. 

 
ω Investigation reports should explain 
ς Why it made sense for people to do what they did rather than 
judging them for what they allegedly did wrong, and 

ς What changes will reduce likelihood of accident happening again 



CAST (1)  
(Causal Analysis using System Theory) 
ω Identify the system hazard and the system safety 
design constraints violated 
ω /ƻƴǎǘǊǳŎǘ the safety control structure as it was 
designed to work 
ς Identify component responsibilities (requirements) 
ς Identify control actions and feedback loops 

ω CƻǊ ŜŀŎƘ ŎƻƳǇƻƴŜƴǘΣ ŘŜǘŜǊƳƛƴŜ ƛŦ ƛǘ ŦǳƭŦƛƭƭŜŘ its 
responsibilities or provided inadequate control. 
ς If inadequate control, why? (including changes over time) 
ς Context 
ς Process Model Flaws 



CAST (2) 

ω Examine coordination and communication 

 

ω Consider dynamics and migration to higher risk 

 
ω 5ŜǘŜǊƳƛƴŜ ǘƘŜ ŎƘŀƴƎŜǎ ǘƘŀǘ ŎƻǳƭŘ ŜƭƛƳƛƴŀǘŜ ǘƘŜ 
inadequate control (lack of enforcement of system 
safety constraints) in the future. 
 

ω DŜƴŜǊŀǘŜ ǊŜŎƻƳƳŜƴŘŀǘƛƻƴǎ 



DC 10 Cargo Door 

• On June 12, 1972  A DC-10 left Detroit 
with 67 passengers. 

 

• After reaching 12,000 feet over 
Windsor, Ontario the cargo door blew 
off, collapsing the floor and disrupting 
all hydraulic controls to tail section. 

 

• hƴƭȅ ǘƘŜ ǇƛƭƻǘΩǎ ǎƪƛƭƭ ŀƴŘ ǘƘŜ ƭƛƎƘǘ ƭƻŀŘ 
prevented a total disaster. 
– used differential engine thrust for control 

http://en.wikipedia.org/wiki/Image:Ghana.airways.1.arp.750pix.jpg


DC 10 Cargo Door 

• June 27, 1972  Daniel Applegate, 
Director of Product Engineering for 
Convair, the fuselage contractor, 
wrote a memo to his supervisors 
ŘŜǘŀƛƭƛƴƎ ǇƻǘŜƴǘƛŀƭ άŎŀǊƎƻ ŘƻƻǊέ 
problems. 
 

• Problems were first recognized in 
August 1969. The same thing had also 
happened in a ground test in 1970 
(Ship1). 
 

• Recognized design flaws: 
– too few floor supports, defective latch 

http://www.airliners.net/open.file/129734/L/


DC 10 Cargo Door 

• Aft door failure 



DC 10 Cargo Door 

Design Process 
• In designing the airframe, McDonnell-Douglas chose to 

make the DC-10 much like the older DC-8 and DC-9, 
two very successful and safe aircraft. 

• PRO:  
– sped up design process 
– Cƛǘ ǿƛǘƘ άŀƴ ƻŦǘ-stated company policy of technological 
Ŏŀǳǘƛƻƴέ 

• CON:  
– question as to whether same design principles apply to 

wide-body aircraft 



DC 10 Cargo Door 
More About the Design Process 

• The DC-10 engineers were constrained by management to use 
the existing airframe technology (which was not necessarily 
adequate for an aircraft the size of the DC-10)  

 

• Both Boeing and Lockheed had made several advancements 
in their airframe structural designs for the 747 and the L-1011, 
respectively. 
– These design advances were not proprietary 

 

• So one might argue that the accepted engineering practice for 
building a jumbo jet was significantly different from what 
McDonnell-Douglas was doing on the DC-10 



DC 10 Cargo Door 

Passenger Floor Supports: 
• Followed DC-9 format for number of floor supports. 

 

• In retrospect, this was relatively few floor supports given the 
wide-bodied nature of the plane. 

 

• ²I¸Κ ¢ƘŜ ǇǊƛƴŎƛǇƭŜ ƻŦ άǘŜŎƘƴƻƭƻƎƛŎŀƭ ŎŀǳǘƛƻƴΣέ ǘƻƎŜǘƘŜǊ ǿƛǘƘ 
ǎŜǾŜǊŜ ŦƛƴŀƴŎƛŀƭ ǎǘǊŀƛǘǎ ƻŦ ǘƘŜ ŎƻƳǇŀƴȅ άǿŀǎ ŀǇǇŀǊŜƴǘƭȅ 
interpreted by its engineers to dictate that corners be cut and 
existing Douglas technology be used, even if it meant that 
some systems that were rejected as inferior by its competitors 
would be designed into the DC-млΦέ 



DC 10 Cargo Door 
Cargo-Door Latching System: 

• 3 choices: Plug / Hydraulic / Electric 
– Plug (DC-9) infeasible for larger door 

– Electric 
• Lighter, fewer parts, easier to maintain 

• Exerts pressure only when switched on; irreversible 

• If it fails to close completely, it holds more securely 

• but more catastrophic failure ς sudden depressurization at high altitude 

– Hydraulic 
• Heavier, more parts, harder to maintain 

• Continually exerts pressure; not irreversible 

• If it fails to close completely, more frequent failures 

• but less catastrophic failures ς less violent depressurization at much 
lower altitude 



DC 10 Cargo Door 

• Latch problem was 
that the door could 
appear to be 
latched but be 
prone to failure 
due to differential 
pressure 



DC 10 Cargo Door 

• After the Detroit near-disaster, the NTSB (National 
Transportation Safety Board) investigation 
revealed several problems and recommended 
immediate design changes.  
 

• The FAA did not follow NTSB recommendations.   
– FAA director John Shaffer and Douglas President 
WŀŎƪǎƻƴ aŎDƻǿŀƴ ǊŜŀŎƘŜŘ ŀ ƎŜƴǘƭŜƳŀƴΩǎ ŀƎǊŜŜƳŜƴǘ 
to voluntarily fix the problem 

– no further official action was taken 



DC10 Cargo Door 

• In July 1972, three 
inspectors at Long Beach 
plant certified that Ship 
29 had been modified to 
fix problems 
 

• Each affixed a stamp to 
ǘƘŜ {ƘƛǇΩǎ ǇŀǇŜǊǿƻǊƪ 
confirming the 
modifications 
 

• The modifications, in fact, 
had not been made   



DC10 Cargo Door 

• Two years later on March 3, 
1974, after leaving Paris, TK 
(Turkish Airlines) Flight 981 
(Ship 29) had its cargo door 
blown off at 10,000 feet 

 

• The result was a crash that 
killed all 346 people onboard 

http://upload.wikimedia.org/wikipedia/commons/7/70/Dc10-ta3a.png


DC 10 Cargo Door 

Companies: 

• McDonnel-Douglas was in precarious financial 
condition - trying to beat the Lockheed L1011 to 
market 

 

• Convair did not push too hard, since by contract, 
they may have been held liable for the costs of all 
design changes 

 

Were the companies negligent? 



DC 10 Cargo Door 

Engineers: 
• Engineers pressed the matter through normal 

channels to the highest levels within both 
companies, but did not take it any further 
 

• Standard operating procedure at McDonnell 
Douglas and Convair was for engineers to defer to 
upper management, even though they were 
aware of serious design flaws 
 

Were the engineers negligent? 



DC 10 Cargo Door 

Others: 

• What about the three inspectors who certified 
that changes had been made? 

 

• What responsibility rests with the ground crew 
member(s) who actually closed and latched the 
door? 

 

Were these people negligent? 



Codes of Ethics 

• How do the current codes of ethics relate to 
each of these cases? 

 

• What is the relationship between negligence 
and ethical responsibilities? 



DC-10 Cargo Door 

• Incident in 1972 

– AMERICAN AIRLINES (AA) Flight 96 

– Cargo door blew out during flight 

– Part of the floor collapsed 

– Severed all control cables and hydraulics (which 
ran along the floor) 

– Pilot Bryce McCormick had previously decided to 
train himself to fly with only the engines 

– Pilot landed successfully, nobody died 

 
33 



DC-10 Cargo Door 

• Various recommendations were made 

– The pilot (McCormick) recommended that every DC-10 
pilot get trained to fly with engines alone 

– The NTSB recommended aircraft design changes 

– The manufacturer (McDonnell Douglas) recommended 
changes to baggage handler procedures 

• They were forcing the door handle closed 
• The plane was basically safe 
• Nobody had died 

34 



DC-млΥ ¢ƘŜ άǊƻƻǘέ ŎŀǳǎŜ 

• Who should be blamed? 

– Baggage handler? 

– Pilot? 

– Technology? 

– Manufacturer? 

• Suppose you blame the baggage handler 

– What changes would you make to the system? 

– What changes do you think the manufacturer made? 

35 



DC-10: Déjà vu 

• Actual changes 
– Additional training for baggage handlers 
– Cargo door problems seemed to go away? ... 

• Accident 2 years later 

– Turkish Airlines 981 

– DC-10 cargo door blew out 

– Plane crashed 

 
 

 
36 





DC-млΥ ¢ƘŜ άǊƻƻǘέ ŎŀǳǎŜ 

• ²Ƙŀǘ ƛǎ ǘƘŜ άǊƻƻǘέ ŎŀǳǎŜΚ Lǎ ƛǘ ǘƘŜ ǎŀƳŜ ƻƴŜ ŀǎ 
the first accident? 

• Who do you blame this time? 

– How does this affect the corrective actions you take? 

 

38 

bƻǘ ǊŜŀƭƭȅ ŀƴȅ ǎƛƴƎƭŜ άǊƻƻǘέ ŎŀǳǎŜΚ 



Human Error: Old View 

• Human error is the cause of incidents and 
accidents 

• So do something about human involved 
(suspend, retrain, admonish)  

• Or do something about humans in general 
– Marginalize them by putting in more automation 

– Rigidify their work by creating more rules and 
procedures 

 
39 





Systems Accident 

• Occurs when: 

 multiple contributors - each necessary but 
 only jointly sufficient - combine  
 (Woods & Hollnagel, 2006) 



Human Error: Systems View  

• Human error is a symptom, not a cause 

• All behavior is affected by the context (system) 
in which occurs 

– when bad systems cause operator error, can we 
really blame the operators rather than designers? 

• To do something about human error, we must 
look at system in which people work: 
– Design of equipment 
– Usefulness of procedures 
– Existence of goal conflicts and production pressures 

• Human error is a symptom of a system that 
needs to be redesigned 

 

(Dekker, Rasmussen, Woods, Leveson, etc.) 



CAST Accident Analysis 

Identifies all causes of an accident, including 
human behavior, design errors, management 

structures, etc. 



CAST Process 

• Identify the Accident (Loss) 

• Identify the Hazards 

• Identify the Proximal Events 

• Draw the Safety Control Structure 

• Analyze each component  

– Physical System 

– Controllers 

 

 



Definitions 
• Accident (Loss) 

– An undesired or unplanned event that results in a loss, 
including loss of human life or human injury, property 
damage, environmental pollution, mission loss, etc. 

– May involve environmental factors outside our control 

 

• Hazard 

– A system state or set of conditions that, together with a 
particular set of worst-case environment conditions, will 
lead to an accident (loss). 

– Something we can control in the design 
 



Accident Hazard 

Satellite becomes lost or 
unrecoverable 

Satellite maneuvers out of orbit 

People are exposed to toxic 
chemicals 

Toxic chemicals are released into 
the atmosphere 

People are irradiated Nuclear power plant experiences 
meltdown 

People die from food poisoning Food products containing 
pathogens are sold 

Comparisons:  
Accidents & Hazards 



Practice: Accidents and Hazards 

• Accident (Loss) 

– ? 

• Hazard 

– ? 



Practice: Accidents and Hazards 

• Accident (Loss) 

– A-1: Two aircraft Collide 

• Hazard 

– ? 



Practice: Accidents and Hazards 

• Accident (Loss) 

– A-1: Two aircraft Collide 

• Hazard 

– H-1: Two aircraft come within 5nm of each other 



Aviation accident examples 
• Accident A-1: Two aircraft collide 

 

Other accidents: 

• Accident A-2: Aircraft collides with terrain or sea 

 

• Accident A-3: Aircraft collides with another object 
during touchdown (or during takeoff) 

 

 

 



Aviation hazard examples 

– Hazard H-1: a pair of controlled aircraft violate 
minimum separation standards 

 

Other hazards: 

– Hazard H-2: aircraft enters unsafe atmospheric region 

– Hazard H-3: aircraft enters uncontrolled state 

– Hazard H-4: aircraft enters unsafe attitude (excessive 
turbulence or pitch/roll/yaw that causes passenger 
injury but not necessarily aircraft loss)  

– Hazard H-5: aircraft enters a prohibited area  

 



CAST Process !!! 

• Identify the Accident (Loss) 

• Identify the Hazards 

• Identify the Proximal Events 

• Draw the Safety Control Structure 

• Analyze each component  

– Physical System 

– Controllers 

 

 



EXERCISE 1:  
DC-10 Accident & Hazard 

• System-level Accident 

– ? 

• System-level Hazard 

– ? 



Accident & Hazard 

• System-level Accident 

– Aircraft collision into terrain 

• System-level Hazard 

– Inability to control aircraft 



EXERCISE 2:  
CAST Process (TK981) 

• Identify the Accident (Loss) 

• Identify the Hazards 

• Identify the Proximal Events (near 
time of the accident) 

• Draw the Safety Control Structure 

• Analyze each component  

– Physical System 

– Controllers 

 

 



Proximal Events  
(Turkish Airlines Flight) 

• 10:35 Aft cargo doors closed by baggage handlers 
• 12:24 Flight received permission to taxi to runway 08 
• 12:30 Takeoff 
• 12:34 Aircraft reached FL60 
• 12:40 Decompression noise heard 

– Left aft cargo door had opened and separated 
– Pressurization aural warning sounded 
– Floor above cargo door partly collapsed 
– Two seat rows ejected from aircraft 
– All horizontal stabilizer and elevator control cables severed 
– Co-ǇƛƭƻǘΥ άǘƘŜ ŦǳǎŜƭŀƎŜ Ƙŀǎ ōǳǊǎǘέ 
– Aircraft turned 9 deg left, pitch down -20 deg 

• Crashed into forest with left bank of 17 deg 
 

 





EXERCISE 3: 
CAST Process 

• Identify the Accident (Loss) 

• Identify the Hazards 

• Identify the Proximal Events 

• Draw the Safety Control Structure 

• Analyze each component  

– Physical System 

– Controllers 

 

 



Safety Control Structure 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



Expanded Safety Control Structure 

Aircraft       

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

McDonnell 
Douglas 

Fixes 

NTSB FAA 

Recommended 
changes 

Regulations, 
Required changes 

Experiences, 
recommendations 



EXERCISE 4:  
CAST Process: Identify Components 

• Identify the Accident (Loss) 

• Identify the Hazards 

• Identify the Proximal Events 

• Draw the Safety Control Structure 

• Analyze each component  

– Physical System 

– Controllers 

 

 



EXERCISE 5:  
Analyze physical system 

• Responsibilities (safety 
constraints) 
– ? 

• Emergency and Safety 
Equipment (controls) 
– ? 

• Failures and inadequate 
controls 
– ? 

• Contextual Factors 
– ? 

Physical 
System 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



Analyze physical system 

• Responsibilities 
(safety constraints) 

– Cargo Door 

• ? 

– Other Aircraft Systems 

• ? 

Physical 
System 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



Analyze physical system 
• Responsibilities 

(safety constraints) 

– Cargo Door 

• Open when handle is 
pulled 

• Close and lock when 
handle is pushed 

– Other Aircraft Systems 

• Notify pilot when door 
is closed/locked 

Physical 
System 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



EXERCISE 6:  
Analyze physical system 

• Emergency and safety 
equipment (controls) 

– ? 

Physical 
System 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



Analyze physical system 

• Emergency and safety 
equipment (controls) 
– 4 redundant hooks on 

locking mechanism 

– Cargo door handle 
cannot close unless 
door is locked 

– Pilot warning light if 
cargo door not ready 
for flight 

Physical 
System 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



Analyze physical system 
• Failures and 

inadequate controls 

– ? 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



Analyze physical system 
• Failures and inadequate 

controls 
– New cargo door design 

made door blowout possible 
– Inadequate control of cargo 

decompression 
• (no vent, floor collapsed) 

– Hydraulic lines severed 
• Single-point failure 

– Cargo door handle closed 
when door not locked 

– Pilot warning light showed 
cargo door closed 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



Analyze physical system 

• Contextual Factors 

– New cargo door 
design allowed more 
cargo 

Physical 
System 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



EXERCISE 7:  
CAST Process 

• Identify the Accident (Loss) 

• Identify the Hazards 

• Identify the Proximal Events 

• Draw the Safety Control Structure 

• Analyze each component  

– Physical System 

– Controllers 

 

 



EXERCISE 8:  
Analyze Controller ς Baggage Handler 

• Safety-related 
responsibilities 
– ? 

• Unsafe Decisions and 
Control actions 
– ? 

• Process model flaws 
– ? 

• Context 
– ? 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



Analyze Controller - 
Baggage Handler 

• Safety-related responsibilities 

– Ensure door locks when done 

• Unsafe Decisions and Control actions 

– Forced handle closed 

• Process model flaws 

– Believed door was closed/locked 

• Context 

– No clear feedback provided about 
door status, doors looked closed 

– Handle baggage all day, requires 
above average strength 

– Works with older equipment, 
ǳǎŜŘ ǘƻ ōŜƛƴƎ άǊƻǳƎƘέ 

– tǊƻŎŜŘǳǊŜǎ ŀōƻǳǘ άŦƻǊŎƛƴƎέ 
handle unclear I.E.  how much 
force is too much? 
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EXERCISE 9:  
Analyze Controllers - Pilots 

• Safety-related 
responsibilities 
– ? 

• Unsafe Decisions and 
Control actions 
– ? 

• Process model flaws 
– ? 

• Context 
– ? 

Aircraft   

Visual 
feedback 
(door handle) 

Cargo 
Door 

Open door 
Close door 

Baggage 
Handler 

Pilots 

Perform Taxi, 
Takeoff, Cruise, 

Landing 

Baggage door 
closed light 

Airline Management 

Training, 
procedures, 

pressures 
Procedures 

Experiences, 
recommendations 



Analyze Controller - Pilots 
• Safety-related responsibilities 

– Ensure doors locked before takeoff 

• Unsafe Decisions and Control actions 

– Takeoff when doors not locked 

– Unable to control plane with 
thrust only 

• Process model flaws 

– Believed door was closed/locked 

– Believed cargo door problems 
resolved 2 years ago 

– Unaware of the risk 

• Context 

– Cockpit warning light went out, 
indicating doors closed 

– Never trained to fly with thrust 
control only 

– Aircraft was heavier than usual, 
harder to control 
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recommendations 



EXERCISE 10:  
Analyze Controllers - McDonnell Douglas 

• Safety-related responsibilities 
– Create a safe aircraft 

– Provide design fixes when necessary 

• Unsafe Decisions and Control actions 
– Did not address pilot training issue after 1st accident (thrust 

control) 

– Did not add vent to handle cargo decompression 
(recommended by NTSB) 

– Designed cockpit warning light to indicate handle position, not 
lock confirmation 

– Did not warn pilots of continued cargo door risks 

– Adopted new cargo door design making blowouts possible 

– Routed all hydraulic lines near door (single point failure) 

• Process model flaws 
– Believed problem could be prevented with baggage handler 

procedures only 

• Context 
– Training and physical design changes are very expensive 

– NTSB recommendations are non-binding 

– FAA did not require any design changes 

– Customers needed more cargo space 

Aircraft  
  
   

Cargo 
Door 

McDonnell 
Douglas 

NTSB FAA 

Recommended 
changes 

Regulations, 
Required changes 

Original design, 
Fixes 
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A note about 
Unsafe Control Actions vs. Hazards 

• Hazards 

– Generally should not name a specific component 

– Should describe general behavior of the system 
(aircraft, train, space vehicle, chemical plant, etc.) 

 

• Unsafe Control Actions (UCAs) 

– Describe behavior of a specific component (pilot, 
manager, software automation, etc.) 

– Causes of system-level hazards 



Exercise  11: 
DC-10 Accident 

 
• What causes can you identify? 
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DC-10: Many causes? (1)  
- not a root cause  

• Baggage handlers believed door was closed 
• No indication that door was not closed 
• Cockpit cargo door light said it was closed 
• Pilots were not aware of the risk 

– the problem was fixed 2 years ago, right? 

• No vent to prevent floor collapse 
• All hydraulic lines ran near the door, loss of control 
• Pilots were not trained to fly using engines only 
• Outward-opening cargo door 

 
• Other causes? 
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DC-10: Many causes? (2) 
- not a root cause 

• Plane was much heavier than usual (financial 
pressures) 

• Company wanted more room for cargo 
• Outward-opening cargo door 
• Incentive to only make cheapest changes (financial 

pressures) 
• Design philosophy/principles 

– Single points of failure 
– Status light indicates handle position, not lock confirmation 

• FAA/NTSB communication and authority structure 
• FAA/McDonnell Douglas relationship 
• What about the other DC-10 problems? 

– Common trend? 
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Closing 

• Questions  






